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Abstract

This paper will introduce and explore a set of quantified counterfactual
temporal alethic-deontic systems, that is, systems that combine counter-
factual temporal alethic-deontic logic with predicate logic. I will consider
three types of systems: constant, variable and constant and variable do-
main systems. Every system can be combined with either necessary or
contingent identity. All logics are described both semantically and proof
theoretically. I use a kind of possible world semantics, inspired by the
so-called T x W semantics, to characterise them semantically and seman-
tic tableaux to characterise them proof theoretically. Our models contain
several different accessibility relations and a similarity relation between
possible worlds, which are used in the definitions of the truth conditions
for the various operators. Soundness results are obtained for every tableau
system and completeness results for a subclass of these.

Keywords: Quantified modal logic; T x W logics; counterfactuals; temporal
logic; deontic logic; semantic tableaux.

1 Introduction

In this paper, I will describe a set of quantified counterfactual temporal alethic-
deontic systems, that is, systems that combine counterfactual temporal alethic-
deontic logic with predicate logic. The paper introduces three types of systems:
constant, variable and constant and variable domain systems. Every system
can be combined with either necessary or contingent identity. I will use both
semantic and proof theoretic techniques to describe the systems. The semantics
is inspired by the so-called T x W approach and it is a kind of possible world
semantics. The paper uses semantic tableaux to characterise all logics proof
theoretically. Our models contain several different accessibility relations and a
similarity relation between possible worlds, which are used in the definitions of
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the truth-conditions for the various operators. Soundness results are obtained
for every tableau system and completeness results for a subclass of these.

The systems described in this essay are extensions of systems introduced in
the author’s earlier papers [29, 31, 32|, which include information about non-
quantified temporal alethic-deontic logic, quantified temporal alethic-deontic
logic, and counterfactual temporal alethic-deontic logic, respectively. These
articles also contain many references to the relevant literature. For more back-
ground information, see [30].}

As far as I know, no one has described any systems of the kind introduced
in this paper. Hence, since it is not a trivial task to combine predicate logic
and counterfactual temporal alethic-deontic logic, the present study is theo-
retically well motivated. There are also good philosophical reasons to develop
logical systems that include counterfactual, temporal, alethic and deontic op-
erators, and quantifiers, for we seem to need such systems to be able to analyse
several interesting principles and arguments and make important distinctions.
In our systems we can, for example, formalise several different types of nor-
mative principles and investigate their properties and implications. Consider
the following examples. (1) For every z: if x is a human person, then it is
not permitted that it will some time in the future be the case that x is killed
Nz(Hx - -PFKx)], (2) For every z: it ought to be the case that if = is
a human person, then it is always going to be the case that x is not killed
MzO(Hx - G-Kx)], (3) It is (absolutely) necessary, that for every z: if z is a
human person, then it is not permitted that it will some time in the future be
the case that z is killed [Ullz(Hz - -PFKx)], and (4) For every z: if z were
a human person, then it would be the case that it is not permitted that x will
some time in the future be killed. [llz(Hz O0— -PFKx)]. Without a formal
system, it is very difficult to get a good grip on such principles.

Now, consider the following argument.

The universalisability argument

(1) It is permitted that you will steal from Susan only if it is the case that
if you were in Susan’s situation and Susan were in your situation then it would
be permitted that Susan will steal from you.

'Lewis [23] and Lewis and Langford [24] include some brief remarks about quantified modal
logic. Early pioneers when it comes to combining modal and predicate logic include Barcan
(Barcan-Marcus) [1, 2] and Carnap [4, 5]. Since the 50s, several philosophers and logicians
have been interested in the relationships between these branches of logic, e.g. Kanger [18],
Kripke [19, 20, 21, 22] and Hintikka [13, 14, 15, 16]. Other early contributions include: [3],
[10], [17], [26], [27], [33]. Introductions to quantified modal logic can be found in e.g.: [6], [9],
[11, 12], [17] and [28]. The literature contains few attempts to combine predicate logic with
systems including both temporal and alethic concepts and even fewer attempts to combine
predicate logic with systems that contain temporal, alethic and deontic concepts (but see e.g.
[8] and [34]). Most of these early contributions are axiomatic.
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(2) If you were in Susan’s situation and Susan were in your situation, it
would be obligatory that it is always going to be the case that Susan does not
steal from you.

(3) For every x and y, it is absolutely necessary that: if x steals money
from y, then x steals from y.

(4) It is (synchronistically) possible that: you are in Susan’s situation and
Susan is in your situation.

Consequently,

(5) It is obligatory that it is always going to be the case that you do not
steal money from Susan.

This argument is intuitively valid. It appears to be necessary that the
conclusion is true if the premises are true. However, it seems to be impossible
to show this in any existing systems in the literature. In Section 6, I will
establish that the conclusion is derivable from the premises in every system
that includes 7' — ¢3 (Table 12) and that the argument therefore is valid in the
class of all C' —c3-models. C - c3 says that for every possible world w; and for
every moment in time t;, if A is true in some possible world w; at t;, then there
is a possible world wy, such that wy, is R4 accessible from w; at t; (see [32]).
This is a good reason to be interested in the systems in this paper.

The paper is divided into six sections. Section 2 is about syntax and Section
3 about semantics. In Section 4, I describe a set of tableau rules and tableau
systems. I also mention some theorems that can be proved in various systems.
Section 5 includes soundness and completeness theorems. Finally, in Section
6, I show that the universalisability argument is valid in the class of all C'—¢3-
models.

2 Syntax

2.1 Alphabet

Our languages will be constructed from the following alphabet: (i) A set of
variables xg, x1, T2, 3 ..., (ii) a set of (non-temporal, rigid) constants cg, c1,
ca, €3 ..., (iii) a set NT of names of times (temporal constants) tg, t1, ta, t3
.., (iv) for every natural number n, n-place predicate symbols P°, P!, P2 Pp3
..+, (v) the monadic existence predicate F, (vi) the dyadic identity predicate =,
(vii) the primitive truth-functional connectives - (negation), A (conjunction),
v (disjunction), - (material implication) and < (material equivalence), (viii)
the alethic operators U, M, O, ¢, @ and ¢, (ix) the temporal operators R
and P, (xi) the “possibilist” quantifiers II, ¥, (xii) the “actualist” quantifiers
V, 3, (xiii) the counterfactual operators O— and <¢—, (xiv) the brackets (, ).
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I will use z, y and z for arbitrary variables, a, b, ¢ for arbitrary (non-
temporal) rigid constants, and ¢ for an arbitrary temporal constant (name in
NT) (possibly with primes or subscripts). I will not consider any language
with non-rigid constants (descriptors) in this essay. Note that I also use s and
t (with or without primes or subscripts) for arbitrary terms. I will use F,,, G,
H,, for arbitrary n-place predicates and I will omit the subscript if it can be
read off from the context.

2.2 Languages

I will consider several languages in this essay. They are all constructed from
the following clauses: (i) Any (non-temporal, rigid) constant or variable is a
term. (ii) If ¢1,...,¢, are any terms and P is any n-place predicate, Pt ...t is
an atomic formula. (iii) If ¢ is a term, Et (“t exists”) is an atomic formula. (iv)
If s and t are terms, then s =t (“s is identical with ¢”) is an atomic formula. (v)
If A and B are formulas, so are -A, (AAB), (Av B), (A— B) and (A < B).
(vi) if A is a formula, then UA (“it is universally (or absolutely) necessary
that A”), M A (“it is universally (or absolutely) possible that A”), OA (“it is
(historically) necessary (or settled) that A”), GA (“it is (historically) possible
(or open) that A”), @A (“it is synchronistically (or temporally) necessary that
A”), ®A (“it is synchronistically (or temporally) possible that A”), AA (“It is
always the case that A”), SA (“It is sometimes the case that A”), GA (“it is
always going to be the case that A”), HA (“it has always been the case that
A7), FA (“it will some time in the future be the case that A”), PA (“it was
some time in the past the case that A”), OA (“it ought to be the case that
A”) and PA (“it is permitted that A”) are formulas. (vii) if A is a formula
and t is in NT, then RtA (“it is realized at time ¢ that A”) is a formula. (viii)
If A and B are formulas, so are (A 0— B) (“If it were the case that A, then it
would be the case that B”), and (A ¢o— B) (“If it were the case that A, then
it might be the case that B”). (ix) If A is any formula and z is any variable,
then IIz A (“For every (possible) z: A”) and Yz A (“For some (possible) z: A”)
are formulas. (x) If A is any formula and z is any variable, then VaxA (“For
every (existing) x: A”) and 3z A (“For some (existing) x: A”) are formulas.
(xi) Nothing else is a formula.

A, B, C stand for arbitrary formulas, and I', ® for sets of formulas. The
concepts of bound and free variable, open and closed formula, are defined in
the usual way. (A)[t/z] is the formula obtained by substituting ¢ for every free
occurrence of x in A. The definition is standard. Brackets around formulas
are usually dropped if the result is not ambiguous. £ stands for a language.
In constant domain systems, £ includes the possibilist and not the actualist
quantifiers; in variable domain systems, £ includes the actualist and not the
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possibilist quantifiers, etc. (see Section 3). It will be obvious from the context
which language ‘£’ denotes.

2.3 Definitions

It is possible to add the definitions introduced by [31, 32] to all our constant,
variable and constant and variable systems in this essay. We can use an arbi-
trary tautology for T and an arbitrary contradiction for 1. In Section 4.4, I will
mention some theorems that include the operators b= (A= B = (A 0> T) A
(Ao B)) and ¢ (A= B =-(Ao=>-B)or (Ao> 1) v (A< B)).

3 Semantics

3.1 Constant domain semantics

Definition 1 A (supplemented quantified counterfactual temporal alethic-de-
ontic) constant domain model, My, is a relational structure (D,W,T,<,R, S,
{Ra:AcL} >v), where D is a non-empty set of objects, W is a non-empty
set of possible worlds, T' is a non-empty set of times, < is a binary relation on
T (<cTxT), R and S are two ternary accessibility relations (R< W x W xT
and S cWxWxT), {Ra:Ac¢€L}isa set of ternary counterfactual accessibility
relations, one for each sentence, A, in the language L (Ra €W xW xT), > is
a ternary similarity relation defined over the elements in W (>C W x W xW ),
and v is an interpretation function.

I will usually drop the subscript if it is clear that I am talking about a
supplemented model. By deleting > from the structure, we obtain an ordinary,
unsupplemented model M.

R “corresponds” to the alethic operators 0O and <, < to the temporal oper-
ators G, F, H and P, S to the deontic operators O and P, and R4 and > to
the counterfactual operators O— and ¢—. Informally, 7 < 7" says that the time
7 is before the time 7’ (or, equivalently, that 7’ is later than 7), Rww’r that
the possible world w’ is alethically accessible from the possible world w at time
7, and Sww'T that w’ is deontically accessible from w at 7. R ww’T says that
the possible world w’ is A-accessible from the possible world w at time 7, and
w >, w' that the possible world w is at least as similar to (“near” to) world w’
as is world w” ([32]). In a supplemented model, R4 can be defined in terms of
> (see [32] for more on this). v assigns each temporal name, ¢, in NT a time,
v(t), in T, each (non-temporal, rigid) constant, ¢, an element, v(c), of D, and
each pair comprising a world-moment pair, (w, 7), and an n-place predicate, P,
a subset, v, (P) (the extension of P in w at 7), of D™. Hence, the extension
of a predicate may change from world-moment pair to world-moment pair and
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it may be empty at a world-moment pair. In other words, v,,(P) is the set
of n-tuples that satisfy P in the world w at time 7 (in the world-moment pair
(w,7)). The language of a model M, L(M), is obtained by adding a constant
kg, such that v(kq) = d, to the language for every member d € D.

All constant domain systems include the “possibilist” quantifiers and no
other quantifiers.

Every closed formula, A, is assigned exactly one truth value (1 = True or
0 = False), v,,(A), in each world w at every time 7 (in each world-moment
pair (w,7)). Here are the truth conditions for some sentences in our language
(the truth conditions for the omitted formulas are the usual ones (see [32])).

(i) wvyr(Pay...ap)=1 iff (v(a1),...,v(an)) € v, (P),

(i) wvyr(AAB)=1 iff  v,r(A)=1and v, (B) =1,

(i) ver(AD> B)=1 iff Vo' eW s.t. Raww'T: vy (B) =1,
(iv) ver(AO>B)=1 iff Fw' eW sit. Raww't: vy (B) =1,
(V) ver(IlzA) =1 ifft for all d e D, v, (Alkq/x]) =1,

(vi) v (BzA)=1 iff for some d € D,v,(Alkq/z]) = 1.

3.2 Variable domain semantics

Definition 2 A (supplemented quantified counterfactual temporal alethic-de-
ontic) variable domain model, Ms, is a relational structure (D,W,T,<, R, S,
{Ra:A€eL} >v), where D, W, T, <, R, S, {Ra:A€eL}, > and v are the
same as in the constant domain case, except that for every world-moment pair
(w,T), where we W and 7 €T, v maps (w,T) to a subset, v(wt), of D.

The domain of a world-moment pair, v(w7) or Dy, is the set of all things
we quantify over in this world at this time. It is often reasonable to think
of the domain of a world-moment pair as the class of all things that exist
in this world at this time. For any n-place predicate, P, v,,(P) ¢ D" (not
D), and v, (E) is Dyr. Accordingly, the extension of a predicate at a world-
moment pair may change from world-moment pair to world-moment pair, it
may include things that are not in the domain of this world-moment pair, and
it may be empty at some world-moment pair. Even though D,,; may be empty,
D is still non-empty. The constants in our language may denote something in
a world-moment pair that is not in the domain of this world-moment pair.
Again, if it is clear that I am talking about a supplemented model, I will often
drop the subscript. By deleting > from the structure, we obtain an ordinary,
unsupplemented model M. In a supplemented model, R4 can be defined in
terms of >, as in the constant semantics.

All variable domain systems include the existence predicate F and the “ac-
tualist” quantifiers; the possibilist quantifiers are not included in the variable
systems.
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The truth conditions for the “actualist” quantifiers are as follows:
(vil)  wvur(3zA)=1 iff for some d € D7, v,r(Alkg/z]) =1,
(viii) v, (VzA)=1 iff forall de Dy, vyr(Alkq/x]) = 1.
The truth conditions for other sentences in our language are as in the
constant domain case (Section 3.1).

3.3 Constant and variable domain semantics

The constant and variable domain semantics is the same as the variable domain
semantics, except that all systems based on this kind include both the possi-
bilist and the actualist quantifiers. A constant and variable domain model is
exactly the same as a variable domain model. The difference between variable
domain and constant and variable domain systems is syntactic. In a variable
domain system we cannot define the possibilist quantifiers. But if we add the
existence predicate, I, to a constant domain system, we can define the actualist
quantifiers (see [31]).

3.4 Necessary identity semantics

I will now consider what happens when we add the identity predicate to our
languages. I will investigate two kinds of semantics for the predicate: nec-
essary and contingent. Every constant, variable, and constant and variable
system can be combined either with necessary identity or with contingent
identity. According to the necessary identity semantics the denotation of the
identity predicate is the same at every world-moment pair in a model, i.e.
vur(=) = {{(d,d) : d e D}. This is exactly as in the quantified temporal alethic-
deontic logic described by [31]. In our systems in this paper we need one more
condition. I will call this the Accessibility Denotation Constraint (ADC) (as
in Priest [28], Chapter 19). For all formulas A, and (rigid, non-temporal)
constants in the language, a and b:

(ADC) if v(a) = v(b), then RA[a/z] = RA[b/x]

Without this constraint, the proof of the Denotation Lemma in our sound-
ness and completeness theorems will not go through; and Fa 0— A might be
true while F'b 0— A is false at a world-moment pair, even though v(a) = v(b).

Let us now turn to the semantics for our contingent identity systems.

3.5 Contingent identity semantics

Definition 3 A (supplemented quantified counterfactual temporal alethic-de-
ontic, constant, variable or constant and variable domain) model with contin-
gent identity, My, is a relational structure (D, H,W,T,<,R,S,{Ra: A€ L} >,v),
where D, W, T, <, R, S, {Ra: A€ L}, >andv are the same as in the constant,
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variable or constant and variable domain cases, with the following exception.
The elements of D are now functions from W xT to H.

Note that D is still non-empty. However, D need not include every possible
function from W x T to H. I will call the objects in H substrata or manifes-
tations. If d € D, w € W and 7 € T, I shall say that d({w, 7)), or |d|,-, is
the manifestation or substratum of d at the world-moment pair (w,7). For
every (non-temporal, rigid) constant, ¢, v(c) € D, and for every world-moment
pair, (w,7), and n-place predicate, P, v,,(P) is a subset of H", not D". In
other words, the constants refer to objects in D, while the extensions of pred-
icates include objects from H. The interpretation of the identity predicate,
vur (=), is the world-moment-invariant set {{(h,h): he H}. Let M be a vari-
able domain model. Then v(w7) = Dy ={de D : |d|wr € v (E)}. As usual,
if it is clear that I am talking about a supplemented model, I will sometimes
drop the subscript. By deleting > from the structure, we obtain an ordinary,
unsupplemented model M.

The truth conditions for closed atomic formulas are as follows:

Vpr(Pay...an) =1 iff ([v(ar)|wr, .-, |v(an)|wr) € Vur (P).

For all the other sentences, the truth conditions remain the same.

3.6 Fundamental semantic concepts, conditions on frames and
models, the logic of a class of models etc.

The concepts of validity, satisfiability, logical consequence etc. are essentially
defined as in [29], [31] and [32]. The definitions are the same for all our seman-
tics.

In [29], [31] and [32] various frame- and modelconditions were mentioned.
All of these conditions may also be imposed on our quantified counterfactual
temporal alethic-deontic models in this paper, with the exception that the
conditions on the valuation function in [29] are replaced by the conditions in
[31]. Due to considerations of space, I will not repeat these conditions in the
present essay. As usual these conditions can be used to obtain a categorisation
of the set of all models into various kinds, and these classes can then be used
to define a set of logical systems. For more on this, see [29], [31] and [32]. I
use the same conventions for naming systems in this essay as in [29], [31] and
[32].

Without further ado, let us turn to our proof theory.
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4 Proof theory

4.1 Semantic tableaux

In this section, I will develop a set of semantic tableau systems. For more
information about the tableau method, see e.g. D’Agostino, Gabbay, Hihnle
and Posegga [7] and Priest [28].

The concepts of semantic tableau, branch, open and closed branch etc. are
essentially defined as in [29], [31] and [32].

4.2 Tableau rules

This section contains a large set of tableau rules that are used to construct a
set of tableau systems. Most of these rules were introduced by [29], [31] and
[32]. However, in our quantified counterfactual temporal alethic-deontic sys-
tems with necessary identity we add a rule called the Accessibility Denotation
Rule (ADR) as in [28], Chapter 19 (see Section 4.2.16 below). For more in-
formation about these rules and a list of some derived rules, see [29], [31] and
[32].

4.2.1 Propositional rules

I use the same propositional rules as in e.g. Priest [28] modified in an obvious
way. I call them (A), (=A) etc.
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4.2.2 Basic alethic rules (b a-rules)

D. RONNEDAL

U M -U -M
UA,witj MA,wZ-tj ﬁUA,witj ﬁMA,witj
! ! } !

A, wktl A, wktl M—|A, witj U—|A, wz‘t]‘

for any where wy, and
wy, and ¢ t; are new
a & -0 -
DA, wW;tE <>A, Witk -0 A, ’LUitj - A, witj
rw;w;ty 2 l }
l rw;w;ty O-A, w;t; 0-A, w;t;
A, wjtk A, wjtk
where w; is new
o] & =0 -
EA, W5tk QA, w;tg -0 A, w;ty, —|<>A, Witk
! ! } v
A, wjtk A, wjtk. O-A, w;ty, E-A, w;ty

where w; is new

Table 1

4.2.3 Basic deontic rules (b d-rules)

The basic d-rules look exactly like the basic a-rules for O, <&, -0, =<, except
that O is replaced by O, & by P, and r by s. I give them similar names.
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4.2.4 Basic temporal rules (b t-rules), Id(I) and Id(II)

A -4 S -8
AA wit; -AA, wit; SA,wit; -SA, w;t;
} ! i !
A,witk §—|A,wit]‘ A,witk A—'A,witj

for every t, where tj, is new
on the branch to the branch
G -G pi -F
QA,wZ-tj ﬁQA,witj EA,witj ﬁEA,witj
tj <ty N 3 N
l E—|A, wz‘t]‘ tj <t Q—'A, ’witj
A, w;ty, A, wity,
where t; is new
H -H P -P
ﬂA,wﬂfj ﬁﬂA,wit]’ BA,w,-tj —|£A7witj
lp <t N 2 N
l BﬂA, witj ty < t]‘ ﬂ—'A, witj
A, Witk A, Witk
where t; is new
Table 2
Rt -Rt Id(I) | Id(IT)
RtiA, wjtk ﬁRtiA, wjtk A(tz) A(tl)
) } ti=t; | tj=1
A, U)jti RtiﬂfL wjtk l i
A(ty) | A(ty)

Table 3

4.2.5 Basic counterfactual rules (b c-rules)

Oo— O— - 0= - O
AD—>B,witk A<>—>B,wz-tk —|(AD—>B),witk —|(A<>—>B),witk
rAW;W;ty ¥ 2 \
l rAW;W; itk A O =B w;ty, A -B,w;ty,
B, wjtk B, w]’tk
where w; is new

Table 4
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4.2.6 CUT, CId(I), CId(IT)

cuT CId (CIdI) | CId (CIdII)
* a(w;) a(w;)
4N w; = Wy wj; = W
—|A, witk A, witk J, J,
for every A a(w;) a(w;)
Table 5
4.2.7 Alethic accessibility rules (a-rules)
T-aD T-aT | T-aB T-a4 T-ab
witk ’LUitj rwiwjtk rwiwjtl rwiwjtl
S 2 I rwjwgt; | rwiwgt
rwiwjtk rwiwitj ?”ijitk ,L l
where w; is new rw;wit; | rwjwit
Table 6
4.2.8 Temporal accessibility rules (t-rules)
T-t4 T-PD T-FD
t; < tj tj tj
tj <ty N \
) tr < tj tj <t
t; <tp where ¢, is new where ¢ is new
T-DFE T-FC T-PC
ti<tj ti<tj tj<ti
l t; <t tr <t;
t; <t PN N
t <t tj<tptj=1tg tp <tj | t; <tptj =t tp <t
where t; is new
T-C T-UB T-LB
ti, tj t; < tj tj <t;
v )N t; <tlp tr <1;
ti<tj ti:tj tj<tz‘ l l
tj <t t <t
tr <1t t; <t
where t; is new where t; is new
to the branch to the branch

Table 7



QUANTIFIED COUNTERFACTUAL TEMPORAL ALETHIC-DEONTIC LoGIiCc 157

4.2.9 Deontic accessibility rules (d-rules)

T-dD T-d4 T-ds | T-dI’" | T-dB'
w;ty swywity; | swiw it | swiw; ity | swiw;ty
l, Sijktl swiwktl l, sijktl
swiwjtk J, J, sijjtl J,
where wj IS new | swwgl; | swjwgt; SWrw;ty
Table 8

4.2.10 Alethic-deontic accessibility rules (ad-rules)

T-MO |T-MO' T-0C T-0C'
swiwj ity | swiw;ty W5tk swiw;t;
N swjwity l s
Tw;w;ty, l swiw;ty W Wt
rijktl rwiwjtk Sijktl
where w; | where wy,
is new is new
T-ad4d | T-adb |T-PMP |T-OMP | T-MOP
rw;w;t rw;w;t; SWiW;jtm rw;W;itm SW;Witm,
Swiwgty SW;wgty TWWELm, SWjWrlm rw; Witm
l } } ! l
swiwktl Sijktl rijltm swiwltm rwiwltm
SWrWitm, rWWEtm SWiWilm
where w; | where w; | where wy
is new is new is new
Table 9
4.2.11 Rules concerning R, S, < and v (adt-rules)
T-FT T-BT T-SP
A, witk A, wjtk rwiwjtl
TW; W5t TW; Wt tr <t
} } }
A, wjty, A, w;ty, rw;w;ty,
where A is atomic | where A is atomic
T-SR T-PI T-WPI
swiwjtl swiwjtl swiwjtk
t; <tm t; <tm tr <t
SWjWglm rw;Wrtm rw;w;t;
} } |
Swiwgty SWiWglm swiw;ty

Table 10
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4.2.12 Counterfactual (accessibility) rules (c-rules)

T-c0 T —c0'
If D is of the form If D is of the form
B8(A < B) > ((A;» B)A(Bo> A)) —»
(A C) « (Bo- (), ((AD> C) « (B> 0)),
D, w;t; can be added to any open | D,w;t; can be added to any open
branch on which w;t; occurs. branch on which w;t; occurs.
Table 11
T-cl T-c2 T-c3 T-c4
T AW Wt T AW Wt A, wit T AW Wt
l, B, w]'tl l, B, wjtl
A wity i) TAW;WEL T ANBW; Wit
rAanBW;w;t; | where wy, is new l
T AW Wk
B? Wil
T-ch T-c6 T-c7
A, wit A, w;ity T AW Wt
2 rAW;wjt T AW; Wty
T AW Wil 3 )
W; = Wy wj = Wk
Table 12

4.2.13 Possibilist quantifiers

II by =11 -X
HxA, witj E.I‘A, witj —|H$A, witj —EacA, ’U}itj
} } ! }
Ala/x], wit; Ale/x],wit; | Sx-A,wit; | Hz-A, wit;
for every constant a where ¢ is new
on the branch, to the branch
a new if there are no
constants on the branch

Table 13
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4.2.14 Actualist quantifiers

Y 3 -V -3
V$A, witj 333‘14, ’LUitj —\V.%‘A, witj —|E|QS‘A, ’LUitj
P 2 } I
-Fa,w;it; Ala/z],wit; Ec,wit; Jz-A,wit; | Vo-A, wit;
for every constant a Ale/x], wit;
on the branch, where c is new
a new if there are no to the branch
constants on the branch
Table 14
4.2.15 Domain-inclusion (Barcan) rules
T-ABF T-DBF T-TBF
Ea, wjtk Ea, ’Lthk Ea, wW;tk
rwiwjtk swiwjtk tj <t
l l !
Ea, witk ECL, witk Ea, witj
T-ACBF |T-DCBF | T-TCBF
Ea,w;t; Ea,w;t; Ea,w;t;
rwiwjtk Swi’Lthk tj <t
S 2 \
E(I, wjtk Ea, wjtk Ea, wW;tk
Table 15
4.2.16 Identity rules and ADR
T-R= T-5= T-N-= ADR
* S = t, ’U)it]’ a = b, U}Z'tj a = b, wotg
l A[S/.%'], witj l, TA[a/x}wiwjtk
t= t, wit]‘ l a = b, wktl l
for every ¢ Alt/x),wit; | for any | rap g wiwsty
on the branch where A wy, and t;
is atomic
Table 16

ADR, the Accessibility Denotation Rule, is added to any necessary identity

system. It is required by the Accessibility Denotation Condition (ADC) (see
Section 3.4).
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4.3 Some proof-theoretical concepts, tableau systems, the logic
of a tableau system etc.

Basic proof-theoretical concepts such as proof, theorem, derivation, consis-
tency, inconsistency in a system, the logic of a tableau system etc. are defined
as in [29], [31] and [32].

The concepts of a constant, variable or constant and variable counterfactual
temporal alethic-deontic tableau system etc. are obvious extensions of similar
concepts in [29], [31] and [32]. Necessary identity systems include T'- R =,
T-S=T-N =and ADR; contingent identity systems include T'— R = and
T - S =. Note that ADR is not needed in contingent identity systems. For
more information about the classification of various tableau systems, see [29],
[31] and [32].

Let us now turn to some examples of sentences that can be proved in our
tableau systems.

4.4 Examples of theorems

I will consider some theorems and non-theorems that tell us something about
the interaction between the quantifiers and the counterfactual operators. Many
other sentences that can be proved in our systems are introduced by [29], [31]
and [32].

Mz(Fao- Gz) < (Fao- zGx) | Xz(Fa &> Gx) < (Fa &> YzGx)
Yax(Fao- Gr) > (Fao- XzGzx) | (Fa < [lxGr) - lx(Fa &> Gx)
Table 17

Theorem 4 FEvery sentence in Table 17 is a theorem in every constant and
constant and variable system in this paper. (They are not theorems in the
variable systems, since these systems do not include the possibilist quantifiers.)

[Iz(Fa o= Gz) « (Fa= zGr) | Yz(Fa ¢ Gr) < (Fa <& YxGx)
Yax(Fao= Gr) > (Fao= YxGzx) | (Fa <> llxGr) —» lx(Fa <& Gx)
Table 18

Theorem 5 FEvery sentence in Table 18 is a theorem in every constant and
constant and variable system in this paper that includes the following defini-
tions: A= B = (A <> T)A(A D> B) (this is an alternative analysis of “If
A were the case, then B would be the case”), and A &= B = -(A 0> -B) (or
(AD- 1)V(A ¢ B)) (this is an alternative explication of “If A were the case,
then B might be the case”) (see [32], and also [25], Chapter 1).
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Ve(Fao- Gz) < (Fao- VeGz) | 3z(Fa O- Gx) < (Fa o 32Gx)

Jz(Fa - Gr) » (Fao- 32Gz) | (Fa o> VrGz) - Vo (Fa - Gx)

Ve(Fao= Gz) < (Fao> YaGr) | 3z(Fa & Gz) < (Fa &= 32Gx)

Jz(Fa o= Gr) » (Fao= 32Gz) | (Fa = VrGr) - Vo (Fa <= Gx)

Ve(Fa &> Gr) » (Fa o- VoGr) | (Fao- JzGr) - Jz(Fa 0- Gr)

Ve(Fa <= Gr) - (Fa = VaGrx) | (Fao=> 32Gx) - 3x(Fa 0> Gr)
Table 19

Theorem 6 The sentences in Table 19 are not provable in our weakest variable
system and they are not provable in our weakest constant and variable system.
(It is trivially true that they are not theorems in any constant system, since
the constant systems do not include the actualist quantifiers.)

My conjecture is that the sentences in Table 19 are unprovable in every
system introduced in this paper.

[Iz(Fa - Gz) - (Fa ¢ xGz) | (Fa - Y2Gr) - Yx(Fa 0> Gr)
[lz(Fa &= Gx) > (Fa ¢&= llzGr) | (Fao= YxGr) - Yx(Fa o> Gr)
Table 20

Theorem 7 The sentences in Table 20 are not provable in our weakest con-
stant system and they are not provable in our weakest constant and variable
system. (It is trivially true that they are unprovable in every variable system,
since the variable systems do not include the possibilist quantifiers.)

My conjecture is that the sentences in Table 20 are unprovable in most
systems introduced in this essay. However, if our logic includes T — ¢7, we can
prove all the formulas in this table. So, we cannot conclude that they are not
theorems in any system.
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Mz(Hao- (Fx AGz)) < (Hao- llzFx) A (Ha o- xGr))
(Hao- Hx(Fx AGx)) < (le(Ha o> Fr) Allz(Ha o Gz))
Yx(Ha o- (Fr v Gr)) < ((Ha ¢ XxFz) v (Ha O XxGr))
(Ha ¢ Yx(FxvGr)) < (Xx(Ha O Fzx) v Xz(Ha ¢ Gz))
(IIz(Hao- Fr)vIilz(Hao- Gr)) - (Ha oo [lz(Fx v Gr))
(Ha - Xx(Fx AGz)) - (Xx(Ha &> Fx) AXax(Ha & Gx))
((Hao- llzFz) v (Ha o- IzGr)) » llz(Ha 0> (Fx v Gr))
Yx(Ha - (Fr AGzx)) - ((Ha O- XxFx) A (Ha ¢ YzGr))
Mz(Hao- (Fxr - Gx)) » ((Hao- NzFx) » (Ha o> zGx))
lz(Hao- (Fxr - Gx)) » ((Ha 0> lzFx) -» (Ha O- lzGx))
Mz(Hao- (Fr - Gz)) » ((Hao- YaxFz) - (Ha 0o YxGx))
Mz(Hao- (Fr - Gz)) » ((Ha ¢ LxFz) > (Ha ¢ XxGx))
(Hao- z(Fzx — Gz)) » (le(Ha o> Fz) » z(Ha o> Gz))
(Hao- lzx(Fz - Gz)) - (Ilz(Ha ¢ Fz) » [le(Ha ¢ G))
(Hao- Iz(Fx - Gz)) - (Xx(Hao- Fx) > Yx(Ha o> Gz))
(Hao- IIz(Fx - Gz)) - (Xx(Ha - Fzx) > Lx(Ha O Gz))
lz(Hao- (Fx < Gz)) » ((Haoo llzFz) < (Ha o H2Gr))
l[lz(Hao- (Fx < Gz)) » ((Ha 0 [lxFx) < (Ha o [1zGx))
Mz(Hao- (Fx < Gz)) > (Hao- YzFz) < (Ha 0> YzGr))
lz(Hao- (Fx < Gz)) - ((Ha ¢ XzFz) < (Ha ¢ X2Gx))
(Hao- lzx(Fz < Gz)) » (Ilz(Ha o> Fz) < lz(Ha o> Gx))
(Hao- Hx(Fx < Gz)) » (Ilz(Ha ¢ Fz) < Hx(Ha <> Gx))
(Hao- z(Fz < Gz)) » (Xz(Ha 0> Fz) < Yz(Ha o- Gr))
(Hao- Hz(Fz < Gz)) » (Xz(Ha ¢ Fz) < Yx(Ha O Gx))
Table 21

Theorem 8 FEvery sentence in Table 21 is a theorem in every constant and
constant and variable system in this paper.

Theorem 9 Let A be a sentence in Table 21 and let t(A) be the result of sub-
stituting every occurrence of O— by an occurrence of 0= and every occurrence
of &= by an occurrence of ¢&=. E.g. if A=ax(Ha - (FxAGzx)) < ((Ha o-
MzFx) A (Ha oo zGx)), then t(A) = z(Ha 0= (Fx AGr)) < ((Ha o>
[lzFz) A (Ha 0> TxGx)). Then t(A) is a theorem in every constant and
constant and variable system that includes the definitions of 0= and <.

Theorem 10 Let A be a sentence in Table 21 and let t(A) be the result of
substituting every occurrence of Il by an occurrence of ¥ and every occurrence
of ¥ by an occurrence of 3. E.g. if A = llx(Ha - (Fx AGz)) < ((Ha O—
MzFx) A (Ha 0o MlzGx)), then t(A) = Ve(Ha o> (Fx A Gz)) < ((Ha O-
VeFx)A(Hao- YaGx)). Then t(A) is not a theorem in our weakest variable
system and t(A) is not a theorem in our weakest constant and variable system.
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(It is trivially true that t(A) is not at theorem in any constant system, since
constant systems do not include the actualist quantifiers.)

My conjecture is that this theorem (Theorem 10) can be extended to every
system in this paper.

Mz(Hao- (Fx AGz)) < (Tx(Hao- Fx) Allz(Ha o- Grx))
(Hao- zx(Fx AGx)) < (Hao- llzFz) A (Ha o llzGr))
Yx(Ha - (Fx v Gz)) < (Sz(Ha - Fz) viz(Ha ¢ Gr))
(Ha ¢ Xx(FrxvGr)) < ((Ha o> XxFzx) v (Ha ¢ XzGx))
(lMlz(Hao- Fz) viiz(Ha o Grx)) » x(Ha o— (Fz v Gx))
(Ha ¢ Xx(FxAGz)) - ((Ha O XxFz) A (Ha 0 X2Gr))
((Hao- lzFz) v (Ha oo lxGr)) - (Ha oo Hx(Fz v Gx))
Yax(Ha o> (Fx AGz)) —» (Sx(Ha O Fx) AXz(Ha &~ Gx))
lz(Hao- (Fxr - Gx)) » (Iz(Hao- Fx) - z(Ha o> Gx))
Mz(Hao- (Fxr - Gx)) » (Hx(Ha ¢ Fx) - Mz (Ha <> Gx))
Mz(Hao- (Fr - Gr)) » (Xx(Ha o> Fr) > Yo(Ha o Gr))
Mz(Hao- (Fr - Gz)) » (Xx(Ha O Fr) - Yz(Ha ¢ Gx))
(Hao- lzx(Fzr - Gz)) » (Hao- llzFz) - (Ha 0o [1zGx))
(Hao- x(Fzx — Gz)) - ((Ha ¢ llzFz) > (Ha < [lzGx))
(Hao- Ilz(Fx - Gz)) » ((Hao- XzFx) » (Ha 0- Y2Gx))
(Hao- Iz(Fx —» Gz)) - ((Ha - XxFx) - (Ha ¢ YxGr))
[lz(Hao- (Fx < Gz)) - (lle(Ha o> Fz) < lx(Ha 0> Gx))
z(Hao- (Fx < Gz)) » (IIx(Ha ¢ Fx) < x(Ha ¢ Gx))
Mz(Ha oo (Fz < Gz)) - (Xx(Hao- Fz) < Yz(Ha o> Gz))
Mz(Hao- (Fr < Gz)) - (Zx(Ha 0> Fx) < Yz(Ha o> Gx))
(Hao- z(Fz < Gz)) » (Hao- HxFzx) < (Ha oo [IzGx))
(Hao- lz(Fz < Gz)) » ((Ha ¢ HxFzx) < (Ha o- [IzGr))
(Ha oo llz(Fzr < Gz)) > (Ha oo YxFzx) < (Ha 0o YxGr))
(Hao- Ilz(Fx < Gz)) » ((Ha ¢ XaFz) < (Ha ¢ YzGr))
Table 22

Theorem 11 (i) All sentences in Table 22 are theorems in every constant
and constant and variable system in this essay. (i) Let A be a sentence in
Table 22 and let t(A) be the result of substituting every occurrence of II by an
occurrence of ¥ and every occurrence of ¥ by an occurrence of 3. Then t(A)
is a theorem in every variable and constant and variable system in this paper.
(iii) Let A be a sentence in Table 22 and let t(A) be the result of substituting
every occurrence of O— by an occurrence of 0= and every occurrence of O— by
an occurrence of ¢&=. Then t(A) is a theorem in every constant and constant
and variable system that includes the definitions of 0= and ¢=. (iv) Let A be a
sentence in Table 22 and let t(A) be the result of substituting every occurrence
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of Il by an occurrence of ¥, every occurrence of ¥ by an occurrence of 3, every
occurrence of O— by an occurrence of 0= and every occurrence of O— by an
occurrence of &=. Then t(A) is a theorem in every variable and constant and
variable system the includes the definitions of 0= and <.

5 Soundness and completeness theorems

The concepts of soundness and completeness and the concept of a system cor-
responding to a class of models are defined as usual, see e.g. [29], [31] and
[32].

This section proves that all systems in this paper are sound with respect
to their corresponding unsupplemented class of models and that all systems
not including T'cO0 or T'c0’ are complete with respect to their corresponding
unsupplemented class of models. The question whether the remaining systems
are complete is left open. Many systems are also sound with respect to certain
classes of supplemented models (see Theorem 14, part (ii)). The proofs in
this section are modifications and extensions of proofs found in [29], [31] and
[32]. Most parts can safely be omitted, but some steps also require some new
techniques.?

We begin by assuming that identity is not in the language.

5.1 Locality and Denotation Lemmas

Lemma 12 (Locality Lemma). Let My = (D, W,T,<,R,S,{Ra: A€ L},> v1)
and Mo = (D, W, T,<,R,S,{Ra: A€ L}, > v2) be two models. (We could equally
well use the corresponding unsupplemented models.) The language of the two,
call this L, is the same. For they have the same domain. If A is any closed
formula of L such that v1 and va agree on the denotations of all the predicates
and constants in it, then for allweW and T €T':

vle(A) = UQwT(A) .

Proof.  The proofs are as in [31], except that we have to check that the
lemma holds for the counterfactual connectives and @ and ¢. This is easy. (IH
= induction hypothesis, “for all w’'” means “for all w’ e W".)

v1ur (A O- B) =1 iff for all w’ such that R ww'r, v1-(B) = 1 iff for all w’
such that Raww'r, vour-(B) =1 [IH] iff vey, (A O— B) = 1.

V1ur (BB) = 1 iff for all w’: vy (B) =1 iff for all w’: v (B) =1 [IH] iff
Ung(EB) =1.

2The proofs in this section are similar to ones found in [28]. However, since the counter-
factual rules I use are not the same as the ones in [28], since many systems include the CUT
rule and since our systems are embedded in a temporal dimension, there are also important
differences.
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The cases for ¢— and ¢ are similar. []

Lemma 13 (Denotation Lemma). Let M = (D,W,T,<,R,S,
{Ra:A€eL}, > v1) be any model. (We could equally well use the corresponding
unsupplemented model.) Let A be any formula of L(M) with at most one free
variable, x, and let a and b be any two constants such that v(a) = v(b). Then

for anyweW and 7 € T: v, (Ala/z]) = v,r (A[b]/z]).

Proof. v, ((Ao> B)la/z]) =1 iff v, (A[a/z] o> Bla/x]) =1 iff for all &’
such that Ra[q/;)ww'T, vr(Bla/z]) = 1 iff for all w’ such that R4p/pww'T,
vor(B[b/z]) = 1 [IH, ADC] iff v,,(A[b/x] o B[b/z]) = 1 iff v, ((A o>
B)[b/z]) = 1.

vur(@B[a/z]) = 1iff for all w’: v, (Bla/x]) = 1iff for all w’: v (B[b/z]) =
1 [IH] iff v, (@B[b/x]) = 1.

The cases for 0— and ¢ are similar. The rest of the proof is as in [31]. =

5.2 Soundness theorems

Theorem 14 (Soundness Theorem). (i) All our constant, variable and
constant and variable quantified counterfactual temporal alethic-deontic sys-
tems in this paper are (strongly) sound with respect to their corresponding
unsupplemented models. (ii) Let S be a system in [32] (Theorem 7) that is
(strongly) sound with respect to a certain class of supplemented models. Then
the constant, variable and constant and variable quantified counterfactual tem-
poral alethic-deontic versions of S are (strongly) sound with respect to their
corresponding supplemented models.

Proof. The proofs are similar to arguments found in [29], [31] and [32]. The
details are tedious, but straightforward. [ |

5.3 Completeness theorems

Theorem 15 (Completeness Theorem). All constant, variable and con-
stant and variable quantified counterfactual temporal alethic-deontic systems
in this essay not including T'cO or T'c0" are (strongly) complete with respect to
their corresponding class of unsupplemented models.

Proof.  The proofs are similar to ones found in [29], [31] and [32]. One

important difference is that we must replace wj, wj, ... etc. with wg), wi;ps - -
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etc. in many steps. But the modifications are straightforward. Furthermore,
there is one new case: we have to check that the induced model satisfies the
ADC'. Suppose that v(a) = v(b) in the induced model. All constants have
distinct denotations, since identity is not included in our systems yet. Hence,
a and b are the same constants. Accordingly, for any A, Ala/x] = A[b/z]. Tt
follows that R[q/,] = Rap/e], as required. [

5.4 Soundness with necessary identity

I will now consider what happens when we add identity to our systems. I begin
with necessary identity and then turn to contingent identity. The Locality and
Denotation Lemmas still hold and their proofs are unaffected.

Theorem 16 (Soundness Theorem Necessary Identity). Let S be any
system in this essay (without identity). Then S + the rules for necessary
identity and ADR is (strongly) sound with respect to its semantics (variable,
constant or variable and constant).

Proof. The proofs modify the arguments in [31]. The only new interesting
step is that we must show that the Soundness Lemma holds for ADR. As-
sume that we have a = b, wolo and r g[q/,jw;w;t; on an open branch B and that
we apply ADR and obtain r4p/,jw;w;tg. Furthermore, suppose that f and
g show that the branch B is satisfiable in M. Then a = b is true in f(wy)
at g(to). Hence, v(a) = v(b), and Ry(q/s)f(wi) f(w;)g(tr). By the ADC,
Rajajz) = Rapp/a)- S0, Rap/a)f(wi) f(w;)g(ty). Consequently, we may take M’
to be M. ]

5.5 Completeness with necessary identity

In [29], [31] and [32] several definitions of the concept of an induced model
were introduced. Before we can prove our completeness theorem for necessary
identity systems, we must first combine and modify these definitions of an
induced model slightly. Instead of w;, wj, ... etc. we must often use wy, wyy,
... etc. This modification is straightforward.

Furthermore, and more importantly, for every A, R4 is defined as follows.
Say that A and A’ are coidenticals if for some a and b such that a ~ b (see [31]),
A is of the form Bla/x] and A’ is of the form B[b/x]. Then:

3RAw[Z-]w[j]T[k] iff 7 4rw;wjty is on the branch B for some coidentical, A’, of

3This definition is similar to a definition used by Priest [28], Chapter 19. However, in our
completeness proofs we can employ the present, simpler definition instead.
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Note that being coidenticals is an equivalence relation. Now we can prove
our completeness theorem for our necessary identity systems.

Theorem 17 (Completeness Theorem Necessary Identity). Let S be
any system in this essay (without identity) not including TcO or Tc0'. Then S
+ the rules for necessary identity and ADR is (strongly) complete with respect
to its semantics (variable, constant or variable and constant).

Proof. The proofs modify the arguments in [29], [31] and [32].

In addition, we need to check that the model satisfies the ADC.

So suppose that v(a) = v(b) and R 4q/zwpw]jTiR)- Then a = b,woto is on
B, and 7 4[c/z)wiwjty is on B, where Alc/z] is some coidentical of Ala/z] [by
the definition of an induced model]. R 4pp/zwywp)Tie) iff 7aja/z)wiw;ty, is on
B, where A[d/x] is some coidentical of A[b/z] [by the definition of an induced
model]. Since a = b,woty, a = c,wpty and b = d,wpty are on B, so is ¢ =
d,wotp [by the identity rules and the fact that the branch is complete|. Hence,
T Ald/z)Wiwjty is on B [by ADR and the fact that the branch is complete]. It
follows that R app . wpjwiT(x], as required.

In the Completeness Lemma, the step for O— is as follows. Suppose that
Ao C,wity is on B, and RpwpwijTix)- Then for some coidentical, A’ of A,
raw;w;ty is on B. By ADR, rqw;wjty is on B. Accordingly, C,w;t) is on B,
and C' is true in wy;) at 7y by IH, as required. Suppose that -(A 0— C), wity
is on B. Then (A ¢ -C),w;ty is on B. Hence, for some wj, raw;w;t; and
-C,wjty are on B. Therefore, Rawpwy;T [by the definition of an induced
model] and C is false in wy; at 7, the result follows by IH.

We must also show that all the different semantic constraints introduced
in [29], [31] and [32] are satisfied if the corresponding rules are present. Here
are some of the modified steps in this proof.

(C - ¢2). Suppose that Rawpwi;7x) and B is true in wy;) at 7. Then
for some coidentical of A, A’, raw;w;t), occurs on B [by the definition of an
induced model]. Since the tableau is complete CUT has been applied and
either B, w;t; or —~B,w;t;, is on B. Suppose -B,wjt) is on B. Then B is false
in wp; at 7 [by the completeness lemma]. But this is impossible. Hence,
B,wjty is on B. By ADR, r qw;wjt), occurs on B. Since B is complete, T' — c2
has been applied and r,pw;w;t, occurs on B. Accordingly, RA,\mew[j]T[k}
as required [by the definition of an induced model].

(C~c6). Suppose that A is true in wy; at 77 and that Rawpwi; 7. Then
for some coidentical of A, A’, raw;wjty occurs on B [by the definition of an
induced model]. Since the tableau is complete CUT has been applied and
either A, w;t;, or = A, w;t; is on B. Suppose —A, w;t; is on B. Then A is false in
wi] at T [by the completeness lemmal. But this is impossible. Accordingly,
A, wity ison B. By ADR, r yw;wjt;, occurs on B. Since the tableau is complete
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T — ¢6 has been applied and w; = w; is on B. Hence, i ~ j. So, [i] = [j]. It
follows that wy;) = wy;}, as required.

(C = ¢c7). Assume that Rawpwy)my and Rawpwymy- Then for some
coidentical of A, A’, rayw;w;t; occurs on B, and for some coidentical of A,
A" 1 anwiwgt; occurs on B [by the definition of an induced model|. Since the
tableau is complete r4w;w;t; occurs on B and rqw;wyt; occurs on B [by ADR).
Again, since the tableau is complete T'— c7 has been applied and w; = wy, is on
B. Accordingly, j ~ k. Hence, [j] = [k]. It follows that wy;) = wyy, as required. m

5.6 Soundness with contingent identity

We now turn to our contingent identity systems. The Locality and Denotation
Lemmas are formulated as for the necessary identity case. See [31] for a proof.
The steps for the new operators are as in the proofs above.

Theorem 18 (Soundness Theorem Contingent Identity). Let S be any
system in this essay (without identity). Then S + the rules for contingent
identity is (strongly) sound with respect to its semantics (variable, constant or
variable and constant). (Note that ADR is not added to our contingent identity
systems. )

Proof. The proofs modify the arguments in [31]. [

5.7 Completeness with contingent identity

Theorem 19 (Completeness Theorem Contingent Identity). Let S be
any system in this essay (without identity) not including T'cO or T'c0'. Then
S + the rules for contingent identity is (strongly) complete with respect to its
semantics (variable, constant or variable and constant).

Proof. The proof is similar to the completeness proofs for the necessary
identity systems. However, now we must show that ADC is satisfied even
though our contingent identity systems do not contain ADR. To do this,
we use a trick described by [28], Chapter 19. When we read off information
from open branches we ensure that each constant has a different denotation
by taking an object (in our domain) to be a set of ordered triples <a, input,
output> (rather than a set of ordered pairs <input, output>). It follows that if
a and b are distinct constants, o, (the object denoted by a) and oy (the object
denoted by b) are distinct. We can now show that ADC' is satisfied as in the
proof of Theorem 15 above.
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Other steps in the derivation of this theorem are as in [29], [31] and [32] or
above. [

This completes the proofs of our soundness and completeness theorems in
this essay.

6 Example of a valid argument

In this section, I will prove that the universalisability argument that we de-
scribed in the introduction is valid in the class of all models that satisfy C' —c3.
To prove this, we first show that the conclusion in this argument is derivable
from the premises in every system that includes T — ¢3. Then, we use the
soundness theorem (Section 5) and conclude that the argument is valid in the
class of all C' - ¢3-models.

The universalisability argument can be symbolised in the following way.

(1) PESus - ((Y A A) o> PFSsu) (It is permitted that you will steal
from Susan only if it is the case that if you were in Susan’s situation and Susan
were in your situation then it would be permitted that Susan will steal from
you).

(2) (Y A A) o> OG-Ssu (If you were in Susan’s situation and Susan were
in your situation, it would be obligatory that it is always going to be the case
that Susan does not steal from you).

(3) HzIlyU (Txy — Szy) (For every x and y, it is absolutely necessary that:
if = steals money from y, then x steals from y).

(4) ©(Y A A) (It is (synchronistically) possible that: you are in Susan’s
situation and Susan is in your situation).

Consequently,

(5) OG-Twus (It is obligatory that it is always going to be the case that
you do not steal money from Susan).

Here is our proof (M P is an abbreviation of Modus Ponens, which is a
derived rule in all our systems).

(1) PESus — ((Y A A) o> PFSsu),woty
(2) (Y A A) o> OG-Ssu, woty
(3) MallyU (Txy — Szy), woto
(4) @(Y A A), wolg
(5) —\OQ—'TUS,U)(]tO
(6) P-G-Tus,woty [5, -O]
(7) sw0w1t0 [6, P]
(8) ~G-Tus,wty [6, P]
(9) F--=Tus,wity [8, -G]
4 N
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(10) =PFE Sus,wptq [1, =] (11) (Y A A) o> PFESsu,wotg [1, =]
(12) OﬁESUS,woto [10, —|P] (13) YA A,w4t0 [4, @]
(14) =FSus, w1ty [12, 7, O] (15) ry awowaty [13, T - ¢3]
(16) G-Sus, w1ty [14, ~F) (17) OG-Ssu,waty [2, 15, O]
(18) to <t1 [9, E] (19) PESS’U,ﬂUgtO [11, 15, |:|—>]
(20) ==T'us, w1ty [9, F] (21) swawsty [19, P]
(22) =Sus,wity [16, 18, G] (23) FSsu,wsty [19, P)
(24) Tus, w1ty [20, -] (25) G-Ssu,wstg [17, 21, O]
(26) HyU(Tuy — Suy),woto [3, ] (27) to < t1 [23, F]
(28) U(Tus — Sus),woto [26, II] (29) Ssu,wsty [23, F]
(30) Tus — Sus,wit; [28, U] (31) =Ssu,wsty [25, 27, G
(32) Sus,wit; [30, 24, MP] (33) * [29, 31]
(34) * [22, 32]
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