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Abstract

Having in mind applications to the design and verification of logic circuits, a
complete extension of classical propositional logic is presented for reasoning about
circuits with possibly erroneous inputs. The pitfalls of extrapolating classical
reasoning to such circuits are extensively illustrated. Redundancy is shown to be
effective for improving the reliability of such circuits.
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Introduction

In [11] we presented a complete extension of classical propositional logic for reasoning
about logic circuits with unreliable gates but error-free inputs, and illustrated the pit-
falls of applying classical reasoning to such probabilistic circuits. Herein we assume
that the gates are error-free and focus instead on the impact of allowing for errors on
the circuit inputs. In due course, we show that the pitfalls found in [11] when applying
classical logic to circuits with unreliable gates are already present even if the only source
of errors is in the circuit inputs. For instance, modus ponens is not sound in general.

Accordingly, our goal here is the development and study of the main properties of an
extension of classical propositional logic endowed with randomly-valued propositional
variables. Several probabilistic and non-deterministic logics have been proposed in the
literature [1, 2, 3, 4, 5, 7, 8,9, 10] having in mind applications to computing and artificial
intelligence, but they do not address our focus: the specific problems that appear when
reasoning about circuits with random input errors.

To this end, we adopt the traditional representation of logic circuits by formulas with
logical connectives representing gates and propositional variables standing for inputs.
For instance, the formula

(ZEl V (_‘ 172)) VAN T3
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X1 T2 T3

Figure 1: Circuit represented by the formula (z1 V (7 23)) A 3.

faithfully represents the circuit depicted in Figure 1.

If the circuit gates and inputs are assumed to be error-free then this representation
can be and has been extensively used for applying classical propositional logic to the
design and verification of circuits.

When the inputs may be erroneous but with sufficiently small probability of error,
we show that redundancy can be used to improve the reliability of the circuit provided
that, as assumed in this paper, independent observations of each input are available.
The errors in different inputs are also assumed to be independent and every input

observation is assumed to have the same probability e < 1 of error. Examples of

application scenarios where these assumptions hold are given ir21 due course. Under these
assumptions it becomes possible to adapt von Neumann’s redundancy technique [13] to
circuits with possibly erroneous inputs.

Allowing for probabilistic propositional variables representing possibly erroneous
inputs of the circuit requires a major semantic shift away from classical propositional
logic: instead of valuations we need probabilistic mixtures of valuations. The proposed
complete inference calculus includes some rules that may be surprising to the newcomer
but that emerged quite naturally when adapting the calculus in [11] to the situation
at hand: the key intuition was to look at each possibly erroneous input observation as
resulting from applying the unreliable pass-through unary gate to an error-free input.

The language, the semantics and the calculus of the proposed erroneous-inputs cir-
cuit logic EICL are presented in Section 1 with some examples. Soundness and complete-
ness results are established in Section 2. Although the proposed logic is a conservative
extension of the classical propositional logic (as shown in Section 1), it is full of pitfalls
for those used to the well known meta-properties of the latter. For instance, as proved
at the end of Section 2, the metatheorem of deduction only holds with additional pro-
visos. Application scenarios are briefly discussed in Section 3. Finally, in Section 4 we
assess what was achieved and mention some open problems.
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1 Erroneous-inputs circuit logic

The envisaged erroneous-inputs circuit logic (EICL) is defined below as an extension of
classical propositional logic (PL).

Assume that PL is endowed with the rich signature ¥ containing the propositional
constants ff (falsum) and t (verum) plus the usual propositional connectives = (nega-
tion), A (conjunction), V (disjunction), D (implication) and = (equivalence), as well as
M3 ok (3 + 2k-ary majority) for each & € N. Each majority connective returns true if
the majority of its inputs is true and, otherwise, it returns false. Most of these signa-
ture elements could be introduced as abbreviations from a small set of primitives (like
falsum and implication). Nevertheless, we adopt this rich signature in order to simplify
the presentation of PL, since no price has to be paid in its axiomatisation and in the
subsequent development of EICL.

For each n € N, we denote by ¥, the set of n-ary constructors in 3. Clearly,
Yo = {ff, t}.

Formulas of PL are composed as usual with the elements of ¥ and the propositional
variables in X = {x) : k € N}. The PL language (the set of its formulas) and the PL
ground language (the set of its ground formulas, that is, formulas without variables) are
denoted by L(X) and L, respectively.

Assuming that the PL semantics is provided by valuations, we write

vl
for stating that valuation v : X — {L, T} satisfies formula ¢ € L(X), and
AFp

for stating that ¢ is entailed from hypotheses in A C L(X). Furthermore, assuming
that PL is endowed with a Hilbert calculus including the tautologies (TAUT) as axioms
plus modus ponens (MP) as the unique inference rule, we write

Ao

for stating that ¢ can be derived from A. Recall that this calculus is strongly sound
and complete: A F ¢ if and only if A+ .

Before proceeding with the presentation of EICL, we also need some notation con-
cerning the first-order theory of ordered real closed fields (denoted by ORCF), having
in mind the use of its terms for denoting probabilities and other quantities.

Recall that the first-order signature of ORCF contains the constants 0 and 1, the
unary function symbol —, the binary function symbols + and x, and the binary pred-
icate symbols = and <. As usual, we may write t; < &y for (t; < ta) V (t; = t2), t1 t2
for t; x ty and t" for the product of ¢ by itself n times. Furthermore, we also use the
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following abbreviations for any given m € N* and n € N: m for the sum of 1 with
n
itself m — 1 times; m~! for the unique z such that m x z = 1; and — for m~! x n. The

last two abbreviations might be extended to other terms, but Wenﬁeed them only for
numerals.

In order to avoid confusion with the other notions of satisfaction used herein, we
adopt I for denoting satisfaction in first-order logic.

Recall also that the theory ORCF is decidable [12]. This fact will be put to good use
in the proposed axiomatisation of EICL. Furthermore, every model of ORCF satisfies
the theorems and only the theorems of ORCF (Corollary 3.3.16 in [6]). We shall take
advantage of this result in the semantics of EICL for adopting the ordered field R of the
real numbers as the model of ORCF.

With this modicum of PL and of ORCF at hand, we are ready to present the syntax,
the semantics and the calculus of EICL.

1.1 Syntax of EICL

The signature of EICL is the triple (X, v, u) where ¥ is the PL signature above and both
v and p are symbols used as follows for denoting probabilities. Each possibly erroneous
input observation port is assumed to present the correct input value with probability
v > % and to present the incorrect input value with probability e = 1 — v < % The
output produced by a circuit when all its input observation ports present correct inputs
is said to be the correct output of the circuit. A circuit is to be accepted as good
if it produces the correct output value with probability not less than the acceptance
threshold . B

The random input variables in Y = {y; : k € N} are used for representing possibly
erroneous input observation ports. In addition, for each & € N, we use y;, for denoting
the correct value of y,. Thus, y, = v, is intended to be true with probability v. In
the sequel, Y = {y, : kK € N}. It becomes handy to use 7, as an abbreviation of — yj.
Clearly, yr =7, is intended to be true with probability e =1 — v.

Given a set W of generators, we denote by L(W) the set of formulas built with
propositional constants and connectives in 3 from generators in W. Given ¢ € L(XUY)
and ¢ € L(X UY UY), we write

e E9Y

for saying that ¢ is a possible outcome of ¥. This outcome relation is inductively defined
as expected:

e ¢y C ¢ provided that ¢ € L(X);
o 1. C y, for every k € N;

o y. C y, for every k € N;
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e U, C y for every k € N;

e c(p1,...,0n) T c(tq,...,1,) provided that n > 1, ¢ € ¥, and ¢; T 19); for
1=1,...,n.

For each such ¢, we denote by €, the set {¢ : ¢ C ¢} of all possible outcomes of .

As already mentioned, terms are needed for denoting probabilities and other quan-
tities. In EICL, by a term we mean a univariate polynomial written according to the
term syntax of ORCF, using v as the unique variable. For example, v x (1 — v)? that
we may write v(1 — v)? is a term of EICL. Symbol y is also taken as a variable in the
context of ORCF but it is not used in EICL terms.

Three kinds of formulas are needed for reasoning about circuits with possibly erro-
neous inputs:

o Clrcuit formulas or c-formulas that are the formulas built with propositional con-
stants and connectives in ¥ from generators in X UY UY’, that is, the formulas in
L(XUYUY). These c-formulas can be used (among other things) for representing
circuits with possibly erroneous inputs. For instance, the c-formula

(*) Ms(y1 A Y2, y1 A Y2, U1 A Ya)

represents the circuit in Figure 2 with three independent observation ports of each
of its two inputs. This circuit achieves a more robust conjunction of its two inputs
as shown in due course. Circuit formulas can also be used for asserting relevant
properties of circuits. For example, the c-formula

(*x) Ms (71 A Yo, i A2, 11 AY2) = (Y1 A Yo)

is intended to state that the circuit represented by (*) can be accepted as being
good in the sense that it produces the correct output with probability of at least
1. As we shall see, this is the case as long as u does not exceed

3t — 218,

This is much better than what can be achieved, v?, without redundancy using
the circuit represented by the c-formula

Y1 A Ya.

For instance, if v = % then p must not exceed % = 0.704512 and % = 0.64,

respectively, so as to be possible to accept the circuit as good. The detailed
comparison between these two situations is made in Section 3.
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Yy Y2

Figure 2: A robust circuit for conjunction.

e Qutcome formulas or o-formulas that are of the general form

o Cpy

where 9 is a c-formula, ® C €, and P is an EICL term. Such an o-formula is
used with the intent of stating that the probability of the outcome of 1 being in
® is at least P. For instance,

{n Ny, AN} Eu 1 A2

should be true in any interpretation of EICL because y; A yo and y; Ay, are
both possible outcomes of y; A g2 (the former when both input observation ports
present the correct input values and the latter when the first input port presents
the correct input value while the second port is erroneous), the probability of the
former is v2, the probability of the latter is v(1 — v), and v* + v(1 —v) = v.

Ambition formulas or a-formulas that are of the general form
<P

where P is a term. Such an a-formula can be used for constraining the envisaged
probability p of the correct output. For instance, every EICL interpretation where
the a-formula

p < 3vt—20°

holds should make the c-formula (xx) true, as it is shown in due course.

Given m distinct formulas ¢1,. .., ¢, in 2y, we may write

P15 Pm EPw
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for {¢1,...,¢m} Cp ¥. We denote by L°(X UY UY) and L? the set of o-formulas and
a-formulas, respectively, and by Le(X UY UY) the set L(XUY UY)UL(XUY UY)UL?
of all EICL formulas. Observe that each of these sets is decidable.

Given a c-formula ¢ and ¢ € £, we write

pUIIe

for the EICL term that provides the probability of ¢ being the outcome of ¢). This term
is inductively defined as follows:

e B[y > is 1 provided that ¢ € L(X);
e Blyr >y is 1 for each k € N;
o Blyr >y is v for each k € N;

o Blyp>7T,] is 1 — v for each k € N;

o Ble(r, ..., n)>c(p1,. .., 0n)] is H’B[wib%‘] foreachn > 1,c € X, and p; C 9
i=1
fori=1,...,n.
For instance, B[y1 Aya>y1 ATs,] is the polynomial v(1 —v) since, for the given inputs
y1 and 7, outcome y; A 7, happens when the observation of 7; gives the correct value
y; and the observation of ys gives the wrong value 7.

1.2 Semantics of EICL

Each interpretation of EICL should provide a valuation to the variables in XUY", a model
of ORCF and an assignment to the variables v and p. The probabilistic semantics of
the possibly erroneous inputs in Y is specified in the definition of EICL satisfaction.
As already mentioned, the choice of the model of ORCF is immaterial since all such
models are elementarily equivalent and, so, we adopt once and for all the ordered field
R of the real numbers.
Accordingly, by an EICL interpretation we mean a pair

I= (U’ p)
where v : X UY — {1, T} is a valuation and p is an assignment over R such that:!

{%<MM§1

1<plv) <1

'Recall that we use v and j as variables in the language of ORCF.
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In such an interpretation the valuation v provides for each gy, its correct value, while p(v)
is the probability of this value being observed. Taking into account the independence
assumptions on the observations, v and p(v) together specify a probabilistic mixture of
valuations as envisaged.

We now proceed to define satisfaction, by the interpretation I = (v, p) at hand,
of the three kinds of formulas in the language of EICL. This definition closely mimics
the one of UCL in [11] since both logics deal with random outcomes of probabilistic
formulas. The differences between the two logics are encapsulated in the definition of
Pl e ¢

Starting with c-formulas, we write
I IFEC 4

for stating that
RplE® p< Y Plyo gl

LY
vl

That is, the aggregated probability of the outcomes of 1 that are satisfied by v is at
least the value of pu.

Observe that each outcome ¢ corresponds to a possible valuation (for the relevant
input variables) in the probabilistic mixture of valuations specified by I = (v, p) and
the value of B[ > ] given by p is the probability of that valuation.

Concerning o-formulas, we write

I ® Cp

for stating that
RpIH° P <3 Ryl
ped
That is, the collection ® of possible outcomes of ¢ has aggregated probability not
smaller than the value of P.
Finally, concerning a-formulas, we write

IIFsc <P
for stating that
RplFP u< P

That is, the required probability p(u) for the correct output being produced by the
whole circuit does not exceed the value of P.

The notion of satisfaction is taken to mixed sets of c-formulas, o-formulas and a-
formulas with no surprises. Given I' C L¥¢(X UY UY)),

[T
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if I I-¢¢ ~ for each v € I. Then, entailment and validity in EICL are also defined as
expected. Given {§} UT C L¥(X UY UY), we write

I ES 9
for stating that I" entails 6 in the following sense:
I 19 @ whenever I IF° T, for every interpretation I.

Finally, we write

E eic 0
for () E€ 0, saying that formula 6 is valid, in which case I I-< 6 for every interpretation
I.

As envisaged, the EICL entailment is a conservative extension of the PL entailment
as we now show.

Theorem 1.1 (Conservativeness of EICL) Let {¢} UA C L(X). Then, A E®© ¢ if
and only if A F ¢.

Proof. We start by proving that
() 11 ¢ if and only if v IF ¢

where [ is an interpretation with valuation v:

(—) Assume that I I-° . Hence,

RplE® >~ Blose] > p

¢ €Qyp
vl ¢

Thus, {¢' € Q, : v IF ¢'} # 0 because p(p) > 0. Moreover, Q, = {¢}. Therefore,
pe{Y €Q, vk ¢} and, so, vk .

(<) Assume that v IF ¢. Then, {¢} = {¢’ € {¢} : v IF ¢'}. On the other hand,
{¢' e {o} vk} ={¢" € Q,: vk ¢'}. Therefore,

> Bler ¢ is Bler ¢l
0 € Qp
vl ¢’

and, so, it is the polynomial 1. Thus, in order to obtain I IF° o, we have only to show
that R p - 1 > y which holds because p(u) < 1.

We are ready to prove the envisaged result:



144 A. SERNADAS, J. RAscA, C. SERNADAS AND P. MATEUS

(—) Assume that A F° ¢. Let v be a valuation such that v I A. Let I be an inter-
pretation with valuation v. Then, I IF€ A, by (x), and, so, I [F&¢ . Thus, v IF ¢, by

().
(+) Assume that A F . Let I be such that I I-%¢ A. Let v be the valuation in I.
Then, v I A, by (x), and, so, v I . Thus, once again by (x), I I . |

The following semantic lemma is quite useful later on. It states that it is possible
to transfer entailment of c-formulas to entailment of a-formulas. To this end we need
the following notation: given a valuation v and ¢ € L(X UY UY'), we write (2}, for

{p € Qy vk}

Proposition 1.2 LetT' C L2, 1) € L(XUYU?) and v be a valuation. Then, I E®¢ 1 <
Pl > QY] whenever T' ES 1),

Proof. Let v be a valuation. Assume that I' E®€ ). Let I = (v, p) be an interpretation
such that I I-¢¢ TI'. Observe that

Ploe Q= > Plvgl = Y Ployl
C,DEQU © € Qy
vl

Moreover, since I I8¢ ),

RplEP p< > Plye gl
p € Qy
vliF e

Thus, I 19y < Pl > Q). |

1.3 Hilbert calculus

The calculus of EICL capitalizes on the decidability of the following problems which are
used in some pProvisos:

e membership in the language L(X UY);

e PL validity within L(X UY);

e emptyness of intersection of two finite sets;
e theoremhood in ORCF.

The calculus contains the following axioms and rules:
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e the PL tautologies as azioms:

TAUT —— provided that ¢ € L(X UY) and F ¢;
¥

e the modus ponens rule:

(0
D)
MP & provided that ¢ € L(X UY);
¥

e the following o-axioms:

NO ——;
0 Co v
VO ——— provided that z € X UY,
z Ey 2
EIOt —;
T Ye 5o Yk
EIOl — e~
U Ea—v) Uk

e the following o-rules:

wi Cp Y fori=1,...,n

CO ;
C(Qolu s 78071) E(H:;l Pi) C<¢17 s 7¢n)
O, Cp ¢pfori=1,2 .
AO . ’ rovided that ®; N ®, = §;
QU Dy E(PH-Pz) (0 P ' ?
o C 1
WO PEn Y provided that Vv —<v<1|DPFP <P | eORCF
d Cp, ¢ 2

e the following a-rule for each k£ € N:

p<Pfori=1,...k
p<P

WA provided that

k
1
V/LVV<<§<M,V§1/\/\MSB)DMSP> € ORCF;

=1

e the following c-rule for each k € N7:
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k

V (A®)

i=1

®, Cp.

L=h wforz'zl,...,k
p< b

LFT

P

The EICL calculus above is a close adaptation of the UCL calculus in [11] because
both logics deal with probabilistic outcomes of probabilistic formulas.

The reader will wonder why we took the tautologies over X UY as axioms (TAUT)
but not their instances with possibly erroneous inputs in Y. In fact, such instances are
not valid in general. For example, the instance g D (y2D1) of the tautology 1D (xeDx1)
is not valid. Indeed, take an interpretation I = (v, p), such that v(y;) = T, v(ye) = T,
p(r) = 0.6 and p(u) = 0.8. Consider

P={DWDdy), D W D)7 2 WD7)}
Then,
o vl ®;

e vIfy1 D(y2 D7)
Furthermore,
P11 D (122 91)>y1 O (y2 D] = v
o By1 D (22 51) > D (¥2 D y1)] = v(l —v);
P D (12 27) >y D (1 D)) = (1-v)%
Hence,
Rp IF (Z‘B@l D Dy)ryl = ;—§> N <£ < M)

ped

and so I 9 71 D (y2 D 71).
The reader will also wonder if MP is sound when the conclusion is a c-formula. It
is not always so since, for example,

U101 D 2 H B
Nevertheless, there are situations where MP is sound even in the presence of un-
reliable connectives in the conclusion. For instance, the dual of MP (conclusion in

L(XUY UY) provided that the antecedent of the implication is in L(X UY')) is sound.
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Derivability and theoremhood in this calculus are defined as usual. Given {0} UT" C

L¥(X UY UY), we write _
| )

for stating that 6 is derivable from I', that is, for stating that there is a derivation
sequence for obtaining € from the elements of I' (as hypotheses) and the axioms, using
the rules of the calculus. Furthermore, when () ¢ 1), written <, we say that v is
a theorem of EICL.

For example, the derivation sequence in Figure 3 establishes that

i< 30t — 208 B My(Jy Ao, Ju A 2, T A T2) = (y1 A o)

where the set ® mentioned in Figure 3 is composed of the following outcomes:

o Ms(Uy ATs, Y1 AYa, Y1 AYa) = (Y1 A Ya);

° Y1 NY2, Y1 ANyo, Y1 ANy2) = (1 N Y2);

M3 (y )= ( )
o M3(y1 AYa, y1 Ay, y1 Ay2) = (Y1 A a);
o M3(y1 Ay, Uy Ao, 1 Ay2) = (11 A y2);
o Ms(y1 A vz, Uy Ao, 1 Ayz) = (Y1 A y);
o Ms(y1 Ay, 1 Ao, Y1 Ay2) = (Y1 A Ya);
o My(y1 A Y2, y1i Ay, U1 ATz) = (1 A y);
o Ms(y1 Ay, 1 Ay2, U1 Aya) = (Y1 A ya);
o Ms(y1 Ay, Y1 AYz, 1 ATs) = (Y1 A Ya);
o Ms(y1 Az, vi Ay, y1 Aye) = (Y1 A ya).

and the sub-derivation Dy is presented in Figure 4. For the sake of simplification, we
omit the other derivations D; to Dy since they are similar.

Useful admissible rules

The calculations of the probabilities in o-formulas in a derivation can be encapsulated
using the following admissible rule.

Proposition 1.3 Let ¢y € L(XUY U 17) and ¢ € Q. Then,
SO

© Eqpyrg] ¥

15 an admissible rule of EICL.
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| A @ TAUT
Dy
mo M3 (J1 A Yo, Y1 A Y2, Y1 Aya) = (Y1 Ay2) E—n)zin
Ms (1 A Y2, 1 A Y2, U1 A Y2) = (Y1 A y2)

Dy
mo Ms(y1 A yo, y1 Ay2,y1 Aye) = (11 Ay2) Eus
Ms(y1 A Y2, U1 A2, U1 AYa2) = (y1 A y2)

mo+s P Egua_g.0

Ms (71 A Yo, T A2, h AY2) = (Y1 A Yo) AO:mo,...,mg
mot9 < vt — 208 HYP
mot+10 M3 (Y1 A Y2, U1 A Yo, U1 AY2) = (1 A y2) LFT:1,mo+1,mo+2

Figure 3: p < 3v* — 206 |-¢ic M3 (1 A Y2, 91 A Yo, th AY2) = (y1 A ye).

Proof. The proof follows by induction on ).
(Basis) There are several cases to consider:
(i) » € X UY. Then, ¢ is ©. Consider the derivation:

1 ¢ ¢ VO.

Then, the thesis follows since By > ¢| = 1.
(i) ¢ is yx € Y and @ is yg. Consider the derivation:

1 9 E, ¢ EIOT.

Then, the thesis follows since By > ¢| = v.
(i) ¢ is 9 € Y and ¢ is 7,. We omit the proof of this case since it is similar to the
previous case (ii).

(Step) Let ¢ be c(¢1,...,%,) and ¢ be c(p1,...,¢,) with ¢, € Q, for i =1,... n.
Observe that, by induction hypothesis,

Pi Em[%‘%@i] Vi
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1oy B EIOT
> Y B EIO]
3 Y2 By 1 EIOT
4 Yy By o EIO]
5 1 AY2 T2 U1 Ao CO: 1,3
6 Y AYy Eouyz 1 A2 CO: 2.4
7 Ma(U A2 Y1 A2, 1 Aya) Eon)zie

M3 (Y1 A Y2, Y1 A Y2, Y1 A Ya) CO : 6,55
8 y1 iy VO
9 Yo L1 Yo VO
10 Y1 ANy2 B y1 Aya CO: 8,9

11 Ms(Ty Ao, 1 Ay, 1t Ay2) = (11 A y2) Eaonyzus
Ms(y1 A Y2, 1 Ao, h AY2) = (y1 Ay2)  CO 710

Figure 4: Sub-derivation Dy in Figure 3.

is an admissible rule, for ¢ = 1,...,n. Denote by D; the derivations in EICL of
©i Epyse) i for i =1,...,n. Consider the derivation:
D,

mi ¥1 Em[wmpl] (G0

D,
mn ®n E‘B[wnmpn] %
mn+1 C(gpl, . ,gon) Emw,lb@l]xmxm[wnbwn] C(wl, c. ,wn) CO: mi,...,Mn.
Then, the thesis follows since Py > @] = Ple)1 > 1] X ... X Py, > @y, |

Another admissible rule is related with the intuitive fact that the probability of an
o-formula should be one when considering the set of all outcomes. In order to show this
fact we need the following auxiliary result.

Proposition 1.4 Let ¢ € L(X UY UY). Then,

> PBlye ] =1] € ORCF.

QOEQ,LP
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Proof. The proof follows straightforwardly by induction on . |

Proposition 1.5 Let ¢y € L(XUY U 17) Then,
Q0 R Q, 9
18 an admissible rule of EICL.

Proof. The proof of this fact follows from Proposition 1.4 taking into account rules
SO, AO and WO. |

The dual of the MP rule mentioned above is also an admissible rule but we omit
the details since it will not be needed in the rest of the paper.

Basic properties of derivability

The following result establishes that any c-formula is derivable as long as the acceptance
threshold p is appropriately bounded.

Proposition 1.6 Let ¢y € L(XUY U 17) Then,
{n <Pl QY] : v is a valuation} - 1.

Proof. Observe that {2 : v is a valuation} is a finite set. The thesis follows by LFT
taking into account:

(a) \/ /\ €y, since \/ /\ €, is a tautology and by completeness of PL.

(b) Feeq, Copjgsny) ¢ for every valuation v using NO, SO and AO.
(¢) {p < P[> Q] : v is a valuation} Feic < P> Q] for every valuation v, using
the extensivity of ¢, |

The next result states that o-formulas involving an implication are theorems of EICL
as long as: (1) we include all the outcomes of the antecedent of the implication and
only one outcome of the consequent; and (2) the probability of the outcome of the
consequent is used in the o-formula.

Proposition 1.7 Let ¢, ¢ € L(XUY U )7) and @' € Q. Then,

FeclpDy 1p€ Qu} Cyppse] ¥ DU
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Proof. Observe that, by rule SO, F¢ ¢ D¢ Cypypy)xpiuee] ¥ DY for every ¢ € Qy,
and, so, F{o D¢ 1 p € Qy} E(Z%"E”w Plse]xPlwse]) ¥ DY by rule AO. Note that,
in ORCF,

> pea, BlUr ol x Bl o] = P> X 3 cq, Bl e ]
= P > ]
by Proposition 1.4. Hence, by rule WO, the thesis follows. |

Now we identify two interesting situations in which some hypotheses can be disre-
garded.

Proposition 1.8 Let Iy C L2, I, C L(XUY UY)UL(X UY UY) and P a term.
Then, Ty ¢ i < P whenever I'y, Ty F¢ u < P.

Proof. The result follows by straightforward induction on the given derivation of
i < P from I'y UT's. In the basis, the conclusion is either an hypothesis or follows by
WA over an empty set of premises. So the same derivation is also a derivation of u < P
from I';. Regarding the step, the conclusion follows by rule WA over a non-empty set
of premises in the derivation. Hence, the thesis follows by the induction hypothesis and
by applying the same rule. ]

Proposition 1.9 Let ' C LPUL(XUY UY), ¢ € LIXUY UY) and ® C Q. Then,
Feicd Cp ) whenever I' F&€ & Cp ).

Proof. The result follows by induction on a derivation of ® Cp ¢ from I'. In the
basis, the conclusion follows by NO, VO, EIOT and EIOJ. Since they are axioms, the
thesis follows immediately. Regarding the step, observe that the rules used to conclude
® Cp 9 all have o-formulas as premises. Hence, by applying the induction hypothesis
to each premise, we can conclude that they are theorems. Using the same rule the
thesis follows. |

2 Main results

In this section we start by investigating if the proposed calculus does capture the
semantics of EICL. First we prove strong soundness, that is:

if TFY 0 then T E®40
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for every TU{#} C L (X UY UY).

Observe that strong completeness for o-formulas is out of question since the entail-
ment is not compact and the EICL calculus is obviously compact. So we only prove
that

if ES®LCpe then & Cp .

Strong completeness for c-formulas and a-formulas is also out of question for the
same reason. So, with respect to completeness for such formulas, we prove the following
results:

if T ke <P then TIFepu<P
if T E€q then T F¢€q
provided that I' is a finite subset of L2.

Notice that, it is important to allow a finite number of a-formulas as hypotheses,
since no connectives are available in the EICL language for combining a-formulas and
for combining them with c-formulas.

2.1 Soundness

It is enough to show soundness of tautologies and soundness of each rule in EICL. Then,
the result follows by a straightforward induction.

Proposition 2.1 The rules of EICL are sound.

Proof. We only show that the rules VO, EIO?T, EIO], CO and LFT are sound since
the others follow similarly.

(VO) Let I = (v,p) be an EICL interpretation and z € X UY. Then PB[z> 2] = 1 by
definition of . Hence,
Rp IF° 1 <Pz 2]

and so I IF¢¢ 2z C; z. Thus VO is sound.

(EIOT) Let I = (v, p) be an EICL interpretation and yj € Y. Then Blyr > yx] = v by
definition of 3. Hence,

Rp IF° v < By > yi]
and so I IF¢¢ gy, C, 7. Thus EIO? is sound.

(EIOJ) The proof that this rule is sound is similar to the one of EIOT, so we omit it.

(CO) Let I = (v, p) be an EICL interpretation, ¥ ..., 1, € L(XUY UY), ¢1,..., ¢, €
L(X UY) and ¢ € ¥ such that ¢; C ), for i = 1,...,n. Assume that

I -8 Cp ¥
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fori=1,...,n. Then,

Rp IF° P < Py, > ]
for i = 1,...,n. Taking also into account that Rp IF 0 < P, for i = 1,...,n and that
Vg > 1] X oo X P, > o] = Ble(Wr, ..., Yn) > (@1, - -, ¢n)], we have that

Rp IF° Py x ... x Py < Ble(h, ..., 0n) > c(or, .., 00)]
and so I %€ c(p1,...,0n) Cpx..xp, c(¥1,...,%,). Thus the rule CO is sound.
(LFT) Let I = (v, p). Assume that

( k
Ik \/ N\ @
1=1

{[ e fori=1 k

I H_eic MSPz

Since \/I_, A®; € L(X UY), then there is i € {1,...,k} such that v I A\ ®; (see the
proof of Theorem 1.1). Hence,

{peQy:vikp} 20

and, so,

RplE® > Plooe] > Y Plegl.
€ Qy ped;
vl

By hypothesis,
RpE° Y Plegl > P

pED;

and
RplF° P> p.
Therefore,
RplE® > Plpe o] > p

P ey

vl
and, so, the thesis follows. |

Theorem 2.2 (Strong soundness of EICL) Let T U {0} C L¥(X UY UY). Then,
[ ¢ 0 whenever T' ¢ 6.

Proof. Induction on the length of the given derivation for I' -4 6. |
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2.2 Completeness

We concentrate now on the completeness of EICL. We start with the weak completeness
for o-formulas.

Proposition 2.3 Let ¢y € L(XUY U 17), ® CQy and P a term. Then, F® Cp 1
if ES€® Cp ).

Proof. Assume that F€<® Cp o). Let p be an assignment over R such that
fo 1
Rp - 3 <v<l1.
Let p’ be an assignment such that p'(v) = p(v) and £ < p/(1) < 1. Then,
/L fo 1
Rp IF 5 <r<1.
Let v be a valuation and I = (v, p'). Then, I IF¢¢ & Cp 1) and, so,

Ry He P <> Py

ped
Therefore,
RplF° P <> Ryl
ped
So

Vv ((% <v< 1) DO (P< Z‘B[@/}D@])) € ORCF.

ped

On the other hand, by rules NO, SO and AO, €@ C5 o Bluvel Y and, so, F¥°® Cp 1)
by rule WO. |

We now establish the constrained strong completeness for a-formulas.

Proposition 2.4 Let I be a finite subset of L* and P a term. Then, I' &€ < P if
[ Esc < P.

Proof. Let I'be {u < Pi,...,;u < P}. Assume that T' E®¢ ; < P. Let p be an
assignment over R such that

k
1
Rpll—f°§<u,y§1/\/\u§f’i

i=1
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and v an arbitrary valuation. Then,

k
(v,p) IF Ap<P,

=1

and, so, (v,p) IF¥ p < P since I' F€° y < P. Hence, Rp IF* ;1 < P and, thus, we
have proved

k
1
Rp”_fO\V/,LL\V/V<<§<M,V§1/\/\N§-Pi> 3,LL§P>

=1

for every assignment p over R. Therefore, I' - 1 < P, by WA. ]

Finally, we prove the constrained strong completeness for c-formulas.

Theorem 2.5 (Constrained strong completeness of EICL) Let I' be a finite sub-
set of L* and ¢y € L(XUY UY). Then, I' < ¢ if T & ).

Proof. Assume that ' &€ 4. Let p be an assignment over R such that

|
Rp I §<M,1/§1/\</\F>.

and I = (v,p) an interpretation for some valuation v. Observe that I is in fact an
interpretation since R p I- 3 < v < 1. Hence, I |- T and so I IF¢ p < P> QY]
since, by Proposition 1.2, T' F®c 1 < B[ > Q&] for every valuation v. Therefore,
Rp IFfo u < PBhyo Qy]. In this way, we showed that

Vv ((é <uv<1A (/\r)) gugm[wgg]) € ORCF

for every valuation v. Then, I' =€ y < P[> QY] for every valuation v, by WA since
[ is finite. Moreover, {u < B[ > Q] : v is a valuation} I-¢ic ), by Proposition 1.6.
Thus, the result follows by idempotence of ¢, [ |

2.3 Metatheorem of deduction

Herein, we discuss the metatheorem of deduction for EICL. It holds only with some
provisos. We start by introducing two relevant notions: (1) given a derivation 6; ... 6y
of ¢ from I', we say that 6; depends on v € I' in this derivation if either 6; is v or
0; is obtained using a rule with at least one of the premises depending on 7; (2) an
application of MP is said to be classical if both premises are in L(X UY).
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Proposition 2.6 Let I' C L? and ¥ and o' be distinct formulas in L(X UY U iN/)
Assume that there is a derivation of ¥’ from I' U {4} where ¢’ depends on ¢ and all
the applications of MP over dependents of 1 are classical. Then, ¢ € L(X UY).

Proof. Let 6, ...0; be a derivation of I, < ¢/ where ¢’ depends on v and all the
applications of MP over dependents of 1 are classical. The proof follows by induction
on k. Since 1’ depends on 1, ¢’ is not obtained by TAUT. Moreover, since ¢’ is not 1,
)" does not appear as an hypothesis. Hence, we have only to consider two cases: either
Y’ is obtained by LFT (we omit the proof of this case since it follows straightforwardly)
or ¢’ is obtained by MP from 6, and 6; D ¢’ where either 6; or 6; D ¢’ depends on
¥ in the given derivation. Since v’ depends on 1, then, both #; and 6; D ¢’ are in
L(XUY). If ; D ¢’ depends on v in the given derivation, we need to consider two
possibilities: (i) ¥ is 6; D ¢'. Then, ¢ is in L(X UY); (ii) ¢ is not 6; D ¢'. Then,
by the induction hypothesis, ¢ € L(X UY). If 6; depends on 1, yet again we need to
consider two possibilities and apply the same reasoning as when #; D’ depends on ¢». B

Theorem 2.7 (Metatheorem of deduction - MTD) LetT' C L? and, ¢’ € L(XU
YU 37) Assume that 1" fulfills the following proviso: either 1’ is distinct from 1 or
Y € L(XUY). Then, I' =€y whenever there is a derivation establishing T', 1 =€)’
where all the applications of MP over dependents of i are classical.

Proof. Let 6;...60, be a derivation of ¢’ from I' U {4} where all the applications of
MP over dependents of ¢ are classical. The proof follows by induction on k.

(Basis) Consider two cases. Either (1) ¢ is obtained by TAUT or (2) ¢ is ¢. Assume
that case (1) holds. Then, ¢/ € L(X UY). Take ® = {¢ D¢’ : ¢ € Qu}. Then, by

tautological reasoning i ¢ D¢ for every ¢ € Qy, and so, e /\ ®. On the other hand,
by Proposition 1.7, since B[y’ > '] = 1, F® C; ¢ D). Hence, the thesis follows by
rule LFT. Assume now that case (2) holds. Then, by hypothesis, ¢/ € L(X UY). The
proof is similar to case (1).

(Step) There are two cases to consider. Either ¢ is obtained by LFT from \/[_, A\ ®;,
O, Cp, ¢ and pp < P, for i = 1,...,n (we omit the proof of this case since it follows
straightforwardly), or ¢/" is obtained by MP from ¢" and ¢" D¢’ where ¢/ € L(X UY).
We have three sub cases: (a) ¢’ depends on v in 0 ...60;, and ¢’ and 1 are distinct.
Then, by Proposition 2.6, ) € L(XUY'). Moreover, ¥" € L(XUY) since all the applica-
tions of MP on dependents of 9 are classical. By the induction hypothesis I" -4 1) D )"
and T’ ¢ ¢ D (¢ D ¢'). Then, by tautological reasoning, I - ¢) D 1)’. (b) 1’ does
not depend on 1 in 6, ...60;. Then, I' ¢ ¢’. By tautological reasoning, I' - ¢ D )
for every ¢ € Q. The rest of the proof is similar to the one in (1). (c) ¢’ is ¢. Then,
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Y € L(X UY) by hypothesis. The proof is similar to case (1). |

Observe that one would have no difficulty in refuting the metatheorem of deduction
without the proviso on ¢’. For instance,

gl l_eic @'1
by extensivity. On the other hand,
H90 D i

as can easily be verified, and, so, by soundness of EICL (see Theorem 2.2), K7, D 7.

3 Application scenarios

One should wonder if the assumptions on which EICL relies (availability of independent
observations of each circuit input and independence between observations of different
inputs) do have any practical significance.

To this end recall the circuit in Figure 2 represented by c-formula

(M3) Ms(v1 A Y2, U1 A Y2, Y1 A Yo)

where we have two inputs y; and y, that are each of them independently observed
thrice, once in each of the three conjunction subcircuits feeding the majority gate.

A typical application scenario would be the control of some industrial process, say
a nuclear power station, the inputs reflecting for example the temperature of the fluids
in two key pipes using for each of them three independent possibly erroneous threshold
sensors. The goal of the circuit would be to set up an alarm if both temperatures exceed
a certain critical value.

To this end, the simple conjunction circuit represented by c-formula

(M1) U1 A Yo

(that uses only one sensor on each of the two pipes) would be enough but more error
prone than the circuit above where redundancy plays a decisive role.

It is worthwhile to compare in detail the two circuits in order to show how redun-
dancy is used to achieve a higher probability of correct output.

Recall that in Subsection 1.3 we established

< 3t — 205 8 Ms(y A G2, U1 A T, T A 2) = (Y1 A )
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using the derivation presented in Figure 3. Therefore, circuit (M3) produces the correct
output of the envisaged conjunction with at least probability?

3t — 28

while circuit (M1) does so with probability at least

1/2

since _
p< VA (L A) = (11 A )

as derived in Figure 5.

1 (A ye) = Ay TAUT
2 1y C EIO?T
3 Y2 B 1o EIOT
1 YAy B2 i Ao CO: 2,3
5 Y1 B VO
6 Y2 E1 Yo VO
T i ANY2 B i Ay CO : 5,6
8 (i Ay)=WiAy) oz (1 Ay2) = (11 A yo) CO: 47
9 p<v? HYP
10 (71 AY2) = (Y1 Ay2) LFT : 1,89

Figure 5: p < % % (g1 A a) = (y1 A o).

Observe that for values of v not exceeding

V2

2

there is no value of > 1 that entails the acceptance of circuit (M1) as good or the
acceptance of (M3). For values of v above this acceptance threshold, the value of
3v* — 208 exceeds the value of v? and, so, circuit (M3) is better than circuit (M1) as
expected.

2The probability can be higher on favourable values of the inputs y; and ys.
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It is also worthwhile to examine how far can we go by increasing the degree of
redundancy. In general, when using the circuit represented by the c-formula

(M3 + 2k) |\7|3+2k@1 ANY2, .. U1 A\ Y)

for obtaining the output of a conjunction with possibly erroneous inputs, we are sure
that the output is correct with at least probability

O (3 i;}f’i Z) (2P 2((1 = )2+ 2(1 — 1))

=0

S S S S S B S S S R
0.6 0.7 0.8 0.9 1.0

Figure 6: Term (*) for several degrees of redundancy.

Observe that an increase in the redundancy degree does not improve on the accep-
tance threshold value ‘/75 for v. But for v above this threshold any increase in redun-
dancy does improve the lower bound of the probability of obtaining the correct output,
as depicted in Figure 6 where this bound is depicted as a function of v for circuits (M1)
(dashed line), (M3), (M5) and (M7). Hence, it seems that */75 is a characteristic of the
basic circuit at hand.

From the analysis above it is clear that the redundancy technique proposed by von
Neumann in [13] for improving the overall reliability of circuits built with unreliable
gates but receiving error-free inputs also works when we are dealing with perfect gates
but receiving possibly erroneous inputs with sufficiently small probability of error, as
long as independent observations of each input are available and the observations of
different inputs are also independent.
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4 QOutlook

Under some reasonable independence assumptions on the possibly erroneous observa-
tions of the inputs of logic circuits with perfect gates, we were able to set up a logic
(EICL) appropriate for reasoning about such circuits, as a conservative extension of
classical propositional logic (PL). For the axiomatic calculus we capitalized on the
decidability of the first-order theory of ordered real closed fields. Useful completeness
results were established in due course.

The pitfalls of extrapolating classical reasoning to the realm of circuits with possibly
erroneous inputs were extensively illustrated. For instance, the metatheorem of deduc-
tion was established only with additional provisos that once again show the striking
differences between PL and EICL. These differences arise from the referential opacity of
the input variables in EICL.

Concerning future work, as a first step, other metaproperties of EICL beyond com-
pleteness and the M'TD should be investigated, in due course including decidability and
other algorithmic issues. In another direction, relaxing the independence assumptions
seems to be the most challenging and significant open problem. In particular, allowing
for perfect cloning of any observation input, that is, removing the fan-out restriction to
1 implicitly assumed in this paper, should be the first step. Only afterwards will the
problem of allowing for both unreliable gates and erroneous inputs be tractable.
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